
56 

 

A MACHINE LEARNING-BASED FRAMEWORK FOR PADDY CROP 

DISEASE, PEST, AND WEED CLASSIFICATION USING IMPROVED SVM 

 

Richa Sharma 

M.Tech Scholar 

Department of Computer Science and Engineering 

Rajasthan Institute of Engineering & Technology, Jaipur 

 

Ms. Pragya Bharti 

Assistant Professor 

Department of Computer Science and Engineering 

Rajasthan Institute of Engineering & Technology, Jaipur 

 

Abstract: This research presents the 

development and evaluation of an intelligent 

system for the classification of paddy leaf 

diseases using image processing and machine 

learning techniques. Recognizing the critical 

need for early detection of crop infections that 

threaten paddy cultivation, the system captures 

digital images of both healthy and diseased 

paddy leaves and applies pre-processing 

methods such as noise removal, contrast 

enhancement, and segmentation to isolate 

disease-affected regions. These refined images 

are then fed into various machine learning 

classifiers, including Random Forest, K-

Nearest Neighbors, Naive Bayes, Support 

Vector Machine (SVM), and an enhanced 

SVM. The system was tested on a dataset 

comprising common paddy diseases—blast, 

bacterial blight, sheath rot, and brown spot. 

Performance metrics such as accuracy, 

precision, recall, F1-score, and false positive 

rate were used to assess model effectiveness. 

The enhanced SVM classifier achieved the 

highest classification accuracy of 90%, along 

with superior precision and recall, 

demonstrating its robustness in disease 

detection. A user-friendly graphical interface 

was also developed for real-time classification, 

supporting its practical application in 

agriculture. This study underscores the 

potential of combining image processing with 

optimized machine learning models for 

effective paddy disease management and 

highlights its relevance in precision agriculture 

to improve crop health and yield.. 
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Introduction 

Agriculture plays a pivotal role in sustaining 

human life and the global economy, 

especially in agrarian nations like India where 

a significant portion of the population relies 

on farming for livelihood. Among the wide 
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variety of crops cultivated, paddy (rice) holds 

a paramount position as a staple food 

consumed by more than half of the world’s 

population. The productivity of paddy fields 

directly influences food security and the 

economic stability of many developing 

countries. However, paddy crops are 

frequently threatened by numerous diseases 

that reduce both yield and quality. Common 

diseases such as blast, bacterial blight, sheath 

rot, and brown spot have historically caused 

significant damage to paddy cultivation, 

leading to considerable economic losses and 

food shortages. These diseases often go 

unnoticed in their initial stages due to the 

absence of visible symptoms or human error 

in manual inspection. As a result, there arises 

a critical need for intelligent, automated 

systems that can detect and classify paddy 

leaf diseases accurately and promptly, 

facilitating early intervention and better 

disease management. 

 

Traditional methods of disease detection 

predominantly rely on human expertise 

through visual inspection, which is often 

time-consuming, inconsistent, and prone to 

errors due to the subjective nature of human 

judgment. Agricultural extension officers or 

plant pathologists may not be readily 

available in remote areas, leading to delays in 

diagnosis and treatment. Moreover, climatic 

changes and the increased resistance of 

pathogens have made disease diagnosis more 

complex than ever before. Therefore, there is 

a pressing requirement for innovative 

technological interventions that can assist 

farmers and agricultural professionals in 

identifying diseases with higher accuracy and 

reliability. The emergence of image 

processing and machine learning technologies 

has opened new avenues in precision 

agriculture, enabling the development of 

systems that can automate the process of 

disease detection by analyzing the visual 

symptoms present on the leaves of plants. 

 

Fig. 1. Leaf Blast Affected Paddy Leaf 

Image processing, an interdisciplinary field 

involving computer vision and digital signal 

processing, enables the transformation of 

visual data into a machine-readable format. It 

allows the enhancement of image quality and 

the extraction of critical features necessary for 

accurate classification. In the context of plant 

disease detection, image processing 

techniques play a fundamental role in 

identifying infected regions, segmenting the 

diseased areas, and analyzing the patterns that 

are characteristic of specific diseases. Pre-

processing steps such as noise reduction, 

color space conversion, histogram 

equalization, and morphological operations 

are essential for improving the clarity of input 

images, which in turn enhances the 

performance of the subsequent classification 

models. 
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Following the preprocessing phase, machine 

learning (ML) techniques are employed to 

classify the input images into various disease 

categories. Machine learning, a subset of 

artificial intelligence (AI), enables computer 

systems to learn from data and improve their 

performance over time without being 

explicitly programmed. In agriculture, ML 

models can be trained on datasets consisting 

of images of healthy and diseased plant leaves 

to learn the distinguishing features of each 

category. Once trained, these models can 

generalize to new, unseen data, providing 

predictions about the presence and type of 

disease. Traditional machine learning 

classifiers such as Random Forest (RF), K-

Nearest Neighbors (KNN), and Naive Bayes 

(NB) have been widely used for image-based 

classification tasks due to their simplicity and 

interpretability. However, Support Vector 

Machines (SVM), owing to their robustness in 

handling high-dimensional feature spaces and 

strong theoretical foundations, have shown 

superior performance in many classification 

problems. Furthermore, the performance of 

SVMs can be enhanced through parameter 

optimization, kernel function selection, and 

integration with feature selection methods, 

resulting in improved classification accuracy. 

In the present study, an intelligent system was 

developed for the classification of paddy leaf 

diseases by integrating advanced image 

processing techniques with machine learning 

algorithms. A comprehensive dataset 

containing digital images of paddy leaves 

affected by common diseases—blast, bacterial 

blight, sheath rot, and brown spot—was 

collected and pre-processed to improve image 

quality and highlight disease-affected areas. 

The system incorporated a pipeline of 

preprocessing techniques including Gaussian 

filtering for noise reduction, contrast 

enhancement using histogram equalization, 

and image segmentation using thresholding 

and contour detection. These steps were 

crucial for isolating the infected regions and 

extracting relevant features required for 

classification. 

The classification stage involved the use of 

multiple machine learning algorithms—

Random Forest, K-Nearest Neighbors, Naive 

Bayes, Support Vector Machine, and an 

enhanced version of SVM. Each classifier 

was trained and evaluated using the same 

dataset to ensure a fair comparison of 

performance metrics such as accuracy, 

precision, recall, F1-score, and false positive 

rate. Among these, the enhanced SVM model 

emerged as the most effective, achieving a 

classification accuracy of 90%, which was 

higher than all other models. It also 

demonstrated superior performance in terms 

of precision and recall, indicating its 

robustness in correctly identifying diseased 

samples while minimizing false 

classifications. These results highlight the 

potential of optimized SVM models in the 

accurate classification of complex disease 

patterns. 

In addition to high accuracy, practical 

implementation and user accessibility are vital 

considerations for any intelligent agricultural 

system. Therefore, the developed system was 

equipped with a user-friendly graphical user 

interface (GUI) that allows users to upload 
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leaf images and receive real-time 

classification results. The GUI provides a 

visual representation of the input image, 

highlights the detected diseased regions, and 

displays the predicted disease category along 

with confidence scores. This feature makes 

the system accessible to non-expert users such 

as farmers, local agricultural officers, and 

technicians, thereby facilitating its 

deployment in real-world scenarios. 

The significance of this research lies in its 

potential to contribute to the field of precision 

agriculture by offering a scalable, accurate, 

and cost-effective solution for paddy disease 

detection. By automating the classification 

process, the system reduces the dependency 

on manual inspections, enhances the 

consistency of diagnoses, and enables timely 

intervention to mitigate crop loss. Moreover, 

early detection and classification allow for 

targeted application of fungicides or 

biocontrol agents, thereby reducing the 

excessive use of chemicals and promoting 

sustainable farming practices. The system can 

also serve as a foundation for future research 

on integrated disease management 

frameworks that incorporate real-time 

monitoring, predictive analytics, and decision 

support systems. 

Furthermore, this research emphasizes the 

importance of interdisciplinary collaboration 

in solving agricultural challenges. The 

integration of computer science, agricultural 

science, and data analytics showcases the 

transformative impact of technology on 

traditional farming practices. With the 

ongoing advancements in hardware 

capabilities and the availability of high-

resolution imaging devices such as 

smartphones and drones, the deployment of 

such intelligent systems can be expanded to 

large-scale field operations. Real-time disease 

surveillance systems can be developed by 

integrating the proposed classification model 

with remote sensing technologies, thereby 

enabling continuous monitoring of crop health 

over vast agricultural landscapes. 

Another important implication of this study is 

the potential for customization and adaptation 

to different agro-climatic regions and crop 

varieties. By expanding the dataset to include 

images from different geographical locations 

and paddy species, the model can be fine-

tuned to account for regional variations in 

disease symptoms. This adaptability makes 

the system suitable for use in various paddy-

growing regions across the world. 

Additionally, the framework can be extended 

to cover other economically significant crops 

such as wheat, maize, and sugarcane, thereby 

broadening the scope of intelligent 

agricultural disease management. 

To further enhance the performance and 

applicability of the system, future work can 

explore the use of deep learning techniques 

such as Convolutional Neural Networks 

(CNNs), which have shown remarkable 

success in image classification tasks. Deep 

learning models can automatically learn 

complex hierarchical features from raw image 

data, reducing the need for manual feature 

engineering. When combined with large 

annotated datasets, CNNs can achieve state-

of-the-art performance in plant disease 

detection. However, deep learning models 

require substantial computational resources 
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and large volumes of labeled data, which may 

not always be readily available in agricultural 

settings. Therefore, a hybrid approach that 

combines the strengths of traditional machine 

learning with the feature learning capabilities 

of deep learning may provide an optimal 

solution for scalable deployment. 

In conclusion, the research presented in this 

study demonstrates the feasibility and 

effectiveness of using image processing and 

machine learning techniques for the 

classification of paddy leaf diseases. The 

enhanced SVM classifier, in particular, has 

shown excellent potential for accurate and 

reliable disease identification. Supported by a 

user-friendly interface and practical 

implementation framework, the proposed 

system serves as a valuable tool for early 

disease detection, timely treatment, and 

improved crop management. By addressing 

the limitations of traditional methods and 

leveraging the power of intelligent computing, 

this research contributes to the modernization 

of agriculture and the realization of 

sustainable food production systems. As the 

global demand for food continues to rise, the 

adoption of such intelligent technologies will 

be instrumental in ensuring agricultural 

resilience, environmental sustainability, and 

economic prosperity. 

 

Related Works 

Diabetic Retinopathy (DR) detection through 

computer-aided systems has evolved 

considerably with the integration of deep 

learning and convolutional neural networks 

(CNNs). One innovative approach proposed by 

Borys Tymchenko et al. (2020) focuses on a 

self-learning strategy that analyzes DR 

progression from a single fundus image. Their 

multi-stage transfer learning strategy across 

similarly labeled datasets achieved a high 

specificity and sensitivity score of 0.99 and 

was competitively ranked 54 out of 2943 

entries at APTOS 2019 with a quadratic kappa 

score of 0.925. In a complementary effort, P. 

Junjun et al. (2018) introduced a region 

selection mechanism (RSM) integrated with 

deep CNNs, which effectively highlights 

regions of interest (ROIs) based on 

discriminative features learned from large-scale 

datasets. Their study trained on 30,000 fundus 

images, and validated on 5,000 images, 

demonstrated reliable DR classification and 

localization of pathological features. 

Augmentation and regularization techniques 

have also seen considerable refinement. A. 

Buslaev et al. (2018) developed 

"Albumentations," an efficient image 

augmentation library offering a wide range of 

transformation tools for enhancing training 

diversity and model robustness. In another 

work, Devries and Taylor (2017) proposed a 

simple yet powerful regularization method 

called “Cutout,” which masks random square 

regions of input images during training, 

resulting in improved generalization in CNNs. 

Similarly, Hu et al. (2017) introduced the 

"Squeeze-and-Excitation" (SE) block that 

adaptively recalibrates channel-wise feature 

responses, leading to improved CNN 

performance with minimal computational 

overhead, a strategy widely adopted in the later 

SENet architectures. 
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Transfer learning has also emerged as a 

practical solution for tackling limited labeled 

data in DR datasets. Hagos and Kant (2019) 

leveraged pre-trained Inception-V3 modules on 

a reduced Kaggle DR dataset, addressing data 

scarcity and achieving commendable 

classification performance. Carson Lam et al. 

(2018) validated their CNN model on DR 

staging using fundus images and achieved a 

validation sensitivity of 95%. They further 

observed that mild DR cases were often 

misclassified due to subtle features, which 

were better captured by employing adaptive 

histogram equalization and expert-verified 

labels. Transfer learning via pre-trained 

GoogleNet and AlexNet models further 

improved performance in staging tasks. 

A wide spectrum of activation functions has 

been explored to improve the discriminative 

capability of CNNs. B. Xu et al. (2015) 

compared standard ReLU with variants like 

Leaky ReLU, PReLU, and RReLU and found 

that activation functions allowing a small non-

zero gradient for negative inputs performed 

better, challenging traditional assumptions 

about sparsity in ReLU-based architectures. In 

a similar effort to optimize architectural 

scalability, Tan and Le (2019) proposed 

EfficientNets, which balance network depth, 

width, and resolution using a compound 

scaling method. EfficientNet-B7 achieved 

state-of-the-art performance on ImageNet 

while being significantly smaller and faster 

than conventional CNNs, demonstrating 

potential for portable DR diagnostic systems. 

Several works have explored DR detection 

through novel segmentation and classification 

strategies. Iglovikov and Shvets (2018) used 

pre-trained encoders like VGG11 to improve 

U-Net-based architectures for precise image 

segmentation. L. Seoud et al. (2014) developed 

a multi-step approach for identifying 

microaneurysms and hemorrhages in fundus 

images using dynamic feature extraction and 

classification through Random Forest, with 

promising results across different camera 

sources. L. Shen et al. (2016) emphasized 

information-theoretic relay backpropagation in 

deep networks to enhance gradient flow during 

training, resulting in improved performance in 

scene classification challenges, while H. Pratt 

et al. (2016) applied CNNs trained on the 

Kaggle DR dataset for automatic classification 

of DR features like microaneurysms and 

exudates, reaching 75% classification accuracy 

with 95% sensitivity on 5,000 validation 

images. 

Global Average Pooling (GAP) and 

interpretability have also been addressed by 

researchers like B. Zhou et al. (2016), who 

showed that CNNs trained for classification 

can inherently localize discriminative regions 

using GAP layers, facilitating object 

localization without explicit supervision. Z. 

Wang and J. Yang (2017) expanded on this by 

introducing RAM (Region Attention Maps), a 

visual interpretability tool that highlights areas 

contributing to DR predictions, helping 

clinicians understand model decisions. 

Similarly, H. Noh et al. (2017) introduced 

DELF (Deep Local Features), a CNN-based 

method suitable for large-scale image retrieval 

and DR detection, designed to capture 

semantically meaningful local features from 

fundus images. 

 



62 

 

Benchmarking and dataset development have 

also been critical in advancing DR research. 

Russakovsky et al. (2015) discussed the 

evolution of the ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC), which has 

significantly influenced CNN development and 

transfer learning practices in medical imaging. 

Szegedy et al. (2015, 2016) contributed 

significantly through the inception of 

GoogleNet and its improvements, achieving 

reduced top-5 error rates with efficient use of 

computing resources. Their designs 

emphasized balanced trade-offs between 

network depth and parameter efficiency. M. 

Sankar et al. (2016) provided a focused CNN 

approach to detect DR-related pathologies such 

as microaneurysms and exudates, aiding in 

classification of non-proliferative and 

proliferative DR stages. 

Finally, Asiri et al. (2018) reviewed both 

traditional machine learning and deep learning 

methods in DR detection, highlighting the shift 

from handcrafted features to automated feature 

learning using deep networks. Their work 

emphasizes the importance of robust CAD 

systems for early diagnosis and discusses 

future challenges such as model generalization, 

interpretability, and data imbalance. 

Collectively, these studies provide a strong 

foundation for developing automated DR 

diagnostic tools using CNNs, transfer learning, 

image segmentation, and attention 

mechanisms, all of which contribute to 

improved early detection, grading, and 

management of diabetic retinopathy in clinical 

and remote settings. 

 

 

Proposed Methodology 

 

The proposed methodology for the 

classification of paddy leaf diseases, weeds, 

and pests integrates advanced image processing 

techniques with Support Vector Machine 

(SVM) classification to ensure precise and 

efficient identification. The process begins with 

image acquisition, where a curated dataset is 

sourced from the ImageNet repository, 

comprising various images of paddy leaves 

exhibiting disease symptoms, weed infestation, 

and pest damage. These raw images undergo 

image preprocessing, an essential step designed 

to eliminate noise and enhance image clarity. 

Key preprocessing operations include 

cropping, resizing to a fixed resolution of 

512×512 pixels, and RGB to grayscale 

conversion using a weighted average method, 

which simplifies pixel analysis while 

preserving essential luminance information. 

Grayscale conversion facilitates contrast 

enhancement using histogram equalization, 

which improves the visibility of infected areas 

by amplifying subtle differences in pixel 

intensity. 

The segmentation phase follows, using a 

hybrid technique combining Otsu thresholding 

and K-means clustering. Otsu’s method 

segments images based on intensity 

thresholding, separating healthy and unhealthy 

leaf regions, while K-means clusters pixels 

based on their similarity in color and intensity 

to isolate affected zones. Canny edge detection 

is further applied to delineate boundaries and 

sharpen the segmented images. Subsequently, 

feature extraction is performed using three 

distinct techniques: Histogram Oriented 



 

Gradient (HOG) for identifying gradients and 

edges, Gaussian Mixture Models (GMM) for 

modeling texture distributions, and Gabor 

filters to capture orientation and frequency 

details of infected spots.The extracted features 

are then input into an SVM classifier, which is 

employed in both linear and non

configurations. The linear SVM seeks an 

optimal hyperplane to separate healthy and 

infected data points, while the non

equipped with radial basis function (RBF) 

kernels, handles complex feature spaces, 

allowing accurate classification across multiple 

disease types. SVM assigns a class label (+1 or 

-1) based on the derived decision boundary.To 

validate performance, metrics like accuracy, 

sensitivity, specificity, MSE, and PSNR are 

calculated. The proposed system achieved an 

accuracy of 82.50% and sensitivity of 86.33%, 

with robust segmentation and classification 

performance demonstrated via confusion 

matrix analysis. Despite longer testing times, 

the approach proves effective in disting

among weeds, pests, and diseases in paddy 

leaves, supporting timely intervention for 

improved agricultural outcomes.In addition to 

its robust classification capabilities, the 

proposed methodology emphasizes enhancing 

image quality and minimizing cl

errors through each processing stage. The 

preprocessing not only converts the images to a 

grayscale format but also applies clipping and 

histogram equalization to amplify subtle 

infection signs, especially useful in early 

disease detection. The segmentation 

techniques, combining Otsu’s thresholding 

with K-means clustering, work together to 

divide the image into meaningful regions. This 

dual approach ensures that both localized and 
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dual approach ensures that both localized and 

widespread infection areas are accurately 
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negative detections. 
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The feature extraction methods
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representing the paddy leaf’s shape, texture, 

and intensity variations. These features 
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scenarios where diseases and pest symptoms 

visually overlap, the ability of Gabor filters to 

capture fine textural differences and HOG’s 

sensitivity to edge orientation proves vital.

Furthermore, the non-linear SVM, equipped 

with RBF kernel, provides improved 

generalization and classification in high

dimensional feature space, making it suitable 

for handling real-world image inconsistencies. 

This integrated approach, combining 

preprocessing, segmentation, feature 

extraction, and classification, offers a scalable 

and adaptable solution for precision agriculture 

and automated paddy crop health monitoring.

 

RESULTS 

This study evaluates the perfor

various classification techniques for the 

detection of paddy leaf diseases using image 

processing and machine learning, with a 

specific focus on Support Vector Machines 

(SVM) and its enhanced version. The 

methodology involved capturing image 

datasets of diseased and healthy paddy leaves 

using standard procedures, followed by 

preprocessing, segmentation, feature 

extraction, and classification. The 

implementation was carried out using 

MATLAB software on a system equipped with 

an Intel Quad Core processor. Multiple 

classifiers were applied, including Random 

Forest, K-Nearest Neighbors (KNN), Naive 

Bayes, standard SVM, and Enhanced SVM, 

with their performance assessed using 

confusion matrix-derived metrics: accuracy, 

precision, recall (TPR), specificity

score, false discovery rate (FDR), false positive 

rate (FPR), and false negative rate (FNR).
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The results are visually represented through 

multiple figures, including flowcharts detailing 

the step-by-step process of preprocessing and 

classification, and segmented image outputs 

which show how healthy and diseased areas are 

isolated for analysis. A graphical user interface 

(GUI), shown  was developed to facilitate ease 

of use, allowing users to input paddy images 

and instantly view classification re

demonstrates the actual image classification 

outcomes, clearly indicating which regions 

have been identified as affected by specific 

diseases such as blast, bacterial blight, sheath 

rot, and brown spot.The Enhanced SVM 

consistently outperformed othe

achieving a maximum classification accuracy 

of 90%, followed by standard SVM at 87%, 

Random Forest at 82%, KNN at 80%, and 

Naive Bayes at a relatively low 75%. Enhanced 

SVM also maintained the best balance across 

multiple evaluation metrics.

precision of 89%, meaning it had fewer false 

positives when predicting diseased samples, 

and a recall rate of 91%, indicating its strength 

in correctly identifying true positive cases. 

Furthermore, its F1-score

of precision and recall—

balanced and robust performance.
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(GUI), shown  was developed to facilitate ease 

of use, allowing users to input paddy images 
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demonstrates the actual image classification 

outcomes, clearly indicating which regions 

have been identified as affected by specific 

diseases such as blast, bacterial blight, sheath 

rot, and brown spot.The Enhanced SVM 

consistently outperformed other classifiers, 

achieving a maximum classification accuracy 

of 90%, followed by standard SVM at 87%, 

Random Forest at 82%, KNN at 80%, and 

Naive Bayes at a relatively low 75%. Enhanced 

SVM also maintained the best balance across 

multiple evaluation metrics. It achieved a 

precision of 89%, meaning it had fewer false 

positives when predicting diseased samples, 

and a recall rate of 91%, indicating its strength 

in correctly identifying true positive cases. 

score—a harmonic mean 

—was 90, confirming its 

balanced and robust performance. 

 

3Comparison of False Positive Rate 

by Different Classifiers 



 

Figure 4. Comparison of F1 Score by 

Different Classifiers

Figure 5 Comparison of Recall by Different 

Classifiers 

 

Figure 6 Comparison of Precision by 

Different Classifiers
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Figure 7 Comparative Analysis of Accuracy 

for Proposed System
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allowed the classifiers to focus solely on areas 

with potential disease symptoms, increasing the 

reliability of feature extraction and subsequent 

classification.Overall, the results validate the 

effectiveness of the proposed framework, 

particularly the Enhanced SVM classifier, in 

identifying multiple paddy leaf diseases. The 

system demonstrated high precision and recall, 

making it highly suitable for real

applications in greenhouse environments. By 
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In contrast, Naive Bayes exhibited the weakest 

results, with a higher FPR of 0.18 and an 

increased number of false positives and false 

negatives, making it unsuitable for high-risk 

agricultural applications where accuracy is 

critical. Figures 4. through 7 illustrate these 

performance comparisons across classifiers for 

FPR, F1 Score, Recall, and Precision. The 

graphical data clearly indicate the superior 

performance of the Enhanced SVM model in 

every key classification area.The segmentation 

stage also played a significant role in 

optimizing classifier performance by accurately 

isolating infected regions using Otsu 

means clustering. This 

allowed the classifiers to focus solely on areas 

with potential disease symptoms, increasing the 

reliability of feature extraction and subsequent 

classification.Overall, the results validate the 

effectiveness of the proposed framework, 

rticularly the Enhanced SVM classifier, in 

identifying multiple paddy leaf diseases. The 

system demonstrated high precision and recall, 

making it highly suitable for real-time 

applications in greenhouse environments. By 
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enabling early and accurate diagnosis, the 

proposed method can help farmers reduce crop 

losses, enhance yield quality, and adopt timely 

pest and disease management strategies, thus 

contributing significantly to modern precision 

agriculture.. 

 

Conclusion 

This research successfully demonstrates the 

development and evaluation of an intelligent 

system for the detection and classification of 

paddy leaf diseases, pests, and weeds using 

advanced image processing techniques 

combined with machine learning, particularly 

Support Vector Machine (SVM) classifiers. 

The proposed methodology employed a 

structured pipeline involving image 

acquisition, preprocessing, segmentation, 

feature extraction, and classification, which 

significantly enhanced the detection accuracy 

and reduced classification errors. The 

preprocessing steps, including RGB to 

grayscale conversion, resizing, contrast 

enhancement, and noise removal, played a 

critical role in improving the clarity of the 

images for further analysis. Segmentation using 

Otsu thresholding and K-means clustering 

effectively isolated disease-affected regions, 

enabling more precise feature extraction using 

Histogram of Oriented Gradients (HOG), 

Gaussian Mixture Models (GMM), and Gabor 

filters.Among the classifiers tested, the 

Enhanced SVM model proved to be the most 

effective, achieving a maximum accuracy of 

90%, with high precision, recall, and F1 scores. 

It significantly outperformed traditional 

classifiers such as Random Forest, KNN, and 

Naive Bayes, which exhibited relatively lower 

accuracy and higher false positive rates. The 

development of a user-friendly GUI interface 

further enhances the usability of the proposed 

system, making it accessible for real-time 

application in agricultural settings, especially 

in greenhouses and remote farms.The results 

affirm that the integration of optimized 

machine learning with efficient image 

processing forms a robust framework for the 

automated classification of paddy crop health. 

This approach not only supports timely and 

accurate diagnosis but also aids in improving 

crop yield through early intervention. Future 

enhancements can include deep learning 

integration, larger datasets, and IoT-based 

deployment for real-time monitoring. Overall, 

the system offers a scalable, reliable, and cost-

effective solution for precision agriculture and 

sustainable farming practices. 
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